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Present medical research 

has a credibility problem





2008
BMJ   181 Lancet 169 JAMA 164 NEJM 178

UK 81 35 3 17
USA 40 120 100
Rest Wor 58 +USA 44 16 24
EU 8 18 - -
Netherl 9 6 11 4
Scandina 17 9 5 10
Germany - - 1 8
France 2 6 4 9
Total 
Europe

42 39 21 31



Papers from Europe (ex UK) in BMJ 2012

31 %:

• EU 4
• Denmark 22
• Netherlands 17
• Sweden 13
• Norway 3
• Finland 2
• France 10 
• Germany 4
• Spain 2
• Belgium, Poland, Switzerland, Portugal 1





Registered trials



The problem ?



Money allocated to basic research

Vorführender
Präsentationsnotizen
These are data from the NIH in USA, but the situation is similar in UK and Europe, and probably Spain too.



Too much basic research,

is that bad ?



Most studies are not reproducable

Amgen researchers were 
able to replicate 

only 6 of 53 landmark 
cancer studies

Nature 2012 Mar 28;483:531-3. 

Vorführender
Präsentationsnotizen
A major problem is that most basic research studies are not reproducible

�During a decade as head of global cancer research at Amgen, C. Glenn Begley identified 53 "landmark" publications -- papers in top journals, from reputable labs -- for his team to reproduce. Begley sought to double-check the findings before trying to build on them for drug development.
Result: 47 of the 53 could not be replicated. He described his findings in a commentary piece published on Wednesday in the journal Nature.
"It was shocking," said Begley, now senior vice president of privately held biotechnology company TetraLogic, which develops cancer drugs. "These are the studies the pharmaceutical industry relies on to identify new targets for drug development. But if you're going to place a $1 million or $2 million or $5 million bet on an observation, you need to be sure it's true. As we tried to reproduce these papers we became convinced you can't take anything at face value."
The failure to win "the war on cancer" has been blamed on many factors, from the use of mouse models that are irrelevant to human cancers to risk-averse funding agencies. But recently a new culprit has emerged: too many basic scientific discoveries, done in animals or cells growing in lab dishes and meant to show the way to a new drug, are wrong.
Begley's experience echoes a report from scientists at Bayer AG last year. Neither group of researchers alleges fraud, nor would they identify the research they had tried to replicate.
But they and others fear the phenomenon is the product of a skewed system of incentives that has academics cutting corners to further their careers.
George Robertson of Dalhousie University in Nova Scotia previously worked at Merck on neurodegenerative diseases such as Parkinson's. While at Merck, he also found many academic studies that did not hold up.
"It drives people in industry crazy. Why are we seeing a collapse of the pharma and biotech industries? One possibility is that academia is not providing accurate findings," he said.
BELIEVE IT OR NOT
Over the last two decades, the most promising route to new cancer drugs has been one pioneered by the discoverers of Gleevec, the Novartis drug that targets a form of leukemia, and Herceptin, Genentech's breast-cancer drug. In each case, scientists discovered a genetic change that turned a normal cell into a malignant one. Those findings allowed them to develop a molecule that blocks the cancer-producing process.
This approach led to an explosion of claims of other potential "druggable" targets. Amgen tried to replicate the new papers before launching its own drug-discovery projects.
Scientists at Bayer did not have much more success. In a 2011 paper titled, "Believe it or not," they analyzed in-house projects that built on "exciting published data" from basic science studies. "Often, key data could not be reproduced," wrote Khusru Asadullah, vice president and head of target discovery at Bayer HealthCare in Berlin, and colleagues.
Of 47 cancer projects at Bayer during 2011, less than one-quarter could reproduce previously reported findings, despite the efforts of three or four scientists working full time for up to a year. Bayer dropped the projects.
Bayer and Amgen found that the prestige of a journal was no guarantee a paper would be solid. "The scientific community assumes that the claims in a preclinical study can be taken at face value," Begley and Lee Ellis of MD Anderson Cancer Center wrote in Nature. It assumes, too, that "the main message of the paper can be relied on ... Unfortunately, this is not always the case."
When the Amgen replication team of about 100 scientists could not confirm reported results, they contacted the authors. Those who cooperated discussed what might account for the inability of Amgen to confirm the results. Some let Amgen borrow antibodies and other materials used in the original study or even repeat experiments under the original authors' direction.
Some authors required the Amgen scientists sign a confidentiality agreement barring them from disclosing data at odds with the original findings. "The world will never know" which 47 studies -- many of them highly cited -- are apparently wrong, Begley said.
The most common response by the challenged scientists was: "you didn't do it right." Indeed, cancer biology is fiendishly complex, noted Phil Sharp, a cancer biologist and Nobel laureate at the Massachusetts Institute of Technology.
Even in the most rigorous studies, the results might be reproducible only in very specific conditions, Sharp explained: "A cancer cell might respond one way in one set of conditions and another way in different conditions. I think a lot of the variability can come from that."
THE BEST STORY
Other scientists worry that something less innocuous explains the lack of reproducibility.
Part way through his project to reproduce promising studies, Begley met for breakfast at a cancer conference with the lead scientist of one of the problematic studies.
"We went through the paper line by line, figure by figure," said Begley. "I explained that we re-did their experiment 50 times and never got their result. He said they'd done it six times and got this result once, but put it in the paper because it made the best story. It's very disillusioning."
Such selective publication is just one reason the scientific literature is peppered with incorrect results.
For one thing, basic science studies are rarely "blinded" the way clinical trials are. That is, researchers know which cell line or mouse got a treatment or had cancer. That can be a problem when data are subject to interpretation, as a researcher who is intellectually invested in a theory is more likely to interpret ambiguous evidence in its favor.
The problem goes beyond cancer.
On Tuesday, a committee of the National Academy of Sciences heard testimony that the number of scientific papers that had to be retracted increased more than tenfold over the last decade; the number of journal articles published rose only 44 percent.
Ferric Fang of the University of Washington, speaking to the panel, said he blamed a hypercompetitive academic environment that fosters poor science and even fraud, as too many researchers compete for diminishing funding.
"The surest ticket to getting a grant or job is getting published in a high-profile journal," said Fang. "This is an unhealthy belief that can lead a scientist to engage in sensationalism and sometimes even dishonest behavior."
The academic reward system discourages efforts to ensure a finding was not a fluke. Nor is there an incentive to verify someone else's discovery. As recently as the late 1990s, most potential cancer-drug targets were backed by 100 to 200 publications. Now each may have fewer than half a dozen.
"If you can write it up and get it published you're not even thinking of reproducibility," said Ken Kaitin, director of the Tufts Center for the Study of Drug Development. "You make an observation and move on. There is no incentive to find out it was wrong."



Functional MRI in neuroscience

Vorführender
Präsentationsnotizen
Brain mapping with functional MRI has become a major promising research field. By relating brain activity measured with fMRI with certain conditions/ rasks/ emotions etc, researchers claim they can pinpoint the locations of vey specific brain functions.
But can they ?



What happens when you scan a dead fish ?

Vorführender
Präsentationsnotizen
Bennett et al. “Neural Correlates of Interspecies Perspective Taking in the Post-Mortem Atlantic Salmon: An Argument For Proper Multiple Comparisons Correction” Journal of Serendipitous and Unexpected Results, 2010. 

They got some good signals, but not very good contrast. They next tried a Cornish Game Hen (dead, defeathered, from the store). That also produced good visuals but wasn’t quite what they needed. The authors needed something with good contrast, but also with several clearly defined and distinguishable types of tissue: fat, bone, muscle, etc.
Enter the salmon.
The lead author, Dr. Craig Bennett, wanted to get something fresh, so he headed in to the grocery story first thing in the morning. At the fish counter, he spoke the words that will echo down the centuries as a testimony to the dedication and drive of neuroscientists throughout the ages:
“I need a full length Atlantic Salmon. For science.”
I am still shocked that the guys at the fish counter didn’t give him a discount. Can’t you get a discount for science?!
Having procured the specimen, the authors placed the salmon in the fMRI and ran all the usual anatomical scans, and then ran the experimental set of the study as well. In this study, the salmon was shown images of people in social situations, either socially inclusive situations or socially exclusive situations. The salmon was asked to respond, saying how the person in the situation must be feeling. The salmon, as far as I can tell from the paper, did not comply with instructions. Naughty salmon.
The results were set aside and not looked at for a good while, until one of the other authors of the study was running a seminar on how to properly analyze fMRI data. They wanted to do some improper analysis on something improbably, and remembered that they had the salmon data on the computer. And a study was born.
Now, to clarify: what exactly were they doing? Well, when you do fMRI studies in the brain, there’s a ton of information there. The information is generally broken down into sections called voxels. Up 130,000 of them in a single study and contrast selection, looking at each one to see if it is ‘activated’ compared to the others. And doing the statistics on these studies gets to be a problem. You have to do thousands of comparisons, and you being to run into something called the “multiple comparisons problem“. If you do a lot of tests, at least some of them will come out positive, even if they are not real. These are called false positives, and they are something you really want to watch out for.
To solve this problem, there are various methods for correcting the multiple comparisons, but this also means that you lose a lot of statistical power. In other words, you get rid of your false positives, but it might mean you don’t see things that are really there, you might find false negatives instead. There is a running debate in the fMRI field over whether false positives or false negatives are more dangerous. The authors of this study contend (and I am inclined to agree) that the false positives are more likely to get overblown and lead to problems down the line. For a really good wrapup on the stats questions, I recommend neuroskeptic’s piece on the topic.
So in the final results, the authors compared the normal multiple comparisons, with the multiple CORRECTED comparisons. When they used the multiple corrected comparisons, the dead salmon showed nothing. When they did the multiple comparisons without the correction, the salmon showed significant increases in “activation”, coincidentally, in the brain and spinal cord. This shows the importance of correcting for multiple comparisons and avoiding false positives.
The original poster almost didn’t make it to a conference, but when it did, it made a major splash, and reactions were very positive. Some people like to use the salmon study as proof that fMRI is woo, but this isn’t the case, it’s actually a study to show the importance of correcting your stats.
And the poster, and the paper that was eventually published, may have had an effect on the field. The authors note that at the time the poster was presented, between 25-40% of studies on fMRI being published were NOT using the corrected comparisons. But by the time this group won the Ignobel last week, that number had dropped to 10%. And who knows, it might, in part, be due to a dead fish.





Translation of medical research

6 major 
basic 
research 
journals

1979-83

Claimed to 
have 
clear 
clinical 
potential

Had 1 
positive 
trial 
done 

by 2002

With a 
clinical 
license

by 2003

Widely 
used

10125000
papers

19 5 1

Am. J. Med. 114, 477 (2003).



What causes this bias ?

PLoS Biology 2013: 1001609

In 4455 animal 
studies

3x positive studies

Overestimates of 
effect size

Vorführender
Präsentationsnotizen
Ioannidis confirmed his suspicions about publication bias by performing a statistical meta-analysis of thousands of reported animal tests for various neurological interventions—a total of 4,445 reported tests of 160 different drugs and other treatments for conditions that included Alzheimer’s disease, Parkinson’s disease, brain ischemia, and more.
The analysis compared the number of expected significant results—calculated from the results of the largest and most precise individual studies—with the number of observed significant results present in the literature. “We saw that it was very common to have more significant results in the literature compared with what would be expected,” Ioannidis said, “which is a strong signal that that literature is enriched in statistical significance.”
There are two main reasons why this would happen, said Ioannidis. One, as mentioned, is the suppression of negative results. The second is selective reporting of only the statistical analyses of data that provide a significant score. “Practically any data set, if it is tortured enough, will confess, and you will get a statistically significant result,” said Ioannidis. Not surprisingly, such post hoc massaging of data is scorned in the scientific community.





Bracken 2012

Increase in proportion of meta-analyses
in PubMed, 1999-2011

Human

Animal



512 meta-analyses of animal 
studies

Of low quality:

 did not assess methodological quality of the 
included studies (71%) 

 nor did they assess heterogeneity (81%) 
 or dissemination bias (87%)

K. Müller et al PLoS ONE 2014



for many current scientific fields, 

claimed research findings may often be simply 

accurate measures of the prevailing bias

Vorführender
Präsentationsnotizen
There is increasing concern that most current published research findings are false. The probability that a research claim is true may depend on study power and bias, the number of other studies on the same question, and, importantly, the ratio of true to no relationships among the relationships probed in each scientific field. In this framework, a research finding is less likely to be true when the studies conducted in a field are smaller; when effect sizes are smaller; when there is a greater number and lesser preselection of tested relationships; where there is greater flexibility in designs, definitions, outcomes, and analytical modes; when there is greater financial and other interest and prejudice; and when more teams are involved in a scientific field in chase of statistical significance. Simulations show that for most study designs and settings, it is more likely for a research claim to be false than true. Moreover, for many current scientific fields, claimed research findings may often be simply accurate measures of the prevailing bias. In this essay, I discuss the implications of these problems for the conduct and interpretation of research. 



Unfortunately, 

clinical research is no less biased 



Vorführender
Präsentationsnotizen
If you read the BMJ, you know clinical research is not less biased.



Some of the problems

• Trials measure outcomes not relevant to 
patients

• Failure to acknowledge earlier research 

• Non-publication of negative results



Systematic reviews that evaluated interventions in 
preterm infants. 

John P A Ioannidis et al. BMJ 2015;350:bmj.h72

Outcome of 
serious lung
disease in less
than 50% of 
trials

Vorführender
Präsentationsnotizen
174 systematic reviews with 1041 trials exclusively concerned preterm infants.
 the outcome of bronchopulmonary dysplasia or chronic lung disease because this is a common and important clinical outcome for preterm infants.



Do trials study what patients want ?



Trials acknowledging prior research

Ann Intern Med. 2011;154(1):50-55

Vorführender
Präsentationsnotizen
To assess the extent to which reports of RCTs cite prior trials studying the same interventions.

Design: Meta-analyses published in 2004 that combined 4 or more trials were identified; within each meta-analysis, the extent to which each trial report cited the trials that preceded it by more than 1 year was assessed.

Measurements: The proportion of prior trials that were cited (prior research citation index), the proportion of the total participants from prior trials that were in the cited trials (sample size citation index), and the absolute number of trials cited were calculated.

Results: 227 meta-analyses were identified, comprising 1523 trials published from 1963 to 2004. The median prior research citation index was 0.21 (95% CI, 0.18 to 0.24), meaning that less than one quarter of relevant reports were cited. The median sample size citation index (0.24 [CI, 0.21 to 0.27]) was similar, suggesting that larger trials were not selectively cited. Of the 1101 RCTs that had 5 or more prior trials to cite, 254 (23%) cited no prior RCTs and 257 (23%) cited only 1. The median number of prior cited trials was 2, which did not change as the number of citable trials increased. The mean number of preceding trials cited by trials published after 2000 was 2.4, compared with 1.5 for those published before 2000 (P < 0.001).

Limitation: The investigators could not ascertain why prior trials were not cited, and noncited trials may have been taken into account in the trial design and proposal stages.

Conclusion: In reports of RCTs published over 4 decades, fewer than 25% of preceding trials were cited, comprising fewer than 25% of the participants enrolled in all relevant prior trials. A median of 2 trials was cited, regardless of the number of prior trials that had been conducted. Research is needed to explore the explanations for and consequences of this phenomenon. Potential implications include ethically unjustifiable trials, wasted resources, incorrect conclusions, and unnecessary risks for trial participants.



Number of published randomised controlled trials 
studying efficacy of interventions for prevention of pain 

from propofol injection. 

Céline Habre et al. BMJ 2014;349:bmj.g5219

Vorführender
Präsentationsnotizen
Fig 2 Number of published randomised controlled trials studying efficacy of interventions for prevention of pain from propofol injection. Trials published before 2000 are those included in the Picard review.5 For the present analysis, searches for trials published after the Picard review included references from 2002 onwards. White bars represent clinically relevant trials



Tranexamic acid 

Vorführender
Präsentationsnotizen
 Additionally, cumulative meta-analyses showed that the effects of tranexamic acid on the use of blood transfusion were established a decade ago. However, the results also showed that questions about the effects of the drug on myocardial infarction and death were unresolved, because studies had been much too small to provide definitive answers 



Non-publication



Cochrane review 2006:

Oseltamivir 150 mg daily prevented lower 
respiratory tract complications

Vorführender
Präsentationsnotizen
In 2005 governments all over the world began stockpiling Tamiflu in anticipation of the avian inlfuenza epidemic. They spent billions on it.



2009: Cochrane review updated, but:

• Only 2 / 10 RCTs published

• The pooled analysis was done by Roche

• Obtaining the original data has been very 
difficult



After 5 years Roche made all data available:
and a new meta-analysis shows:

• There were 83 RCTs

• There is no evidence for effect on 
complications

• There are substantial side effects: nausea and 
psychiatric symptoms

BMJ. 2014 Apr 9;348:g2545

Vorführender
Präsentationsnotizen
EU parliament has voted in favour of a law requiring pharmaceutical companies to deposit their trial data in the public domain.

http://www.outsourcing-pharma.com/Clinical-Development/All-clinical-trials-to-be-published-under-European-law?utm_source=copyright&utm_medium=OnSite&utm_campaign=copyright



New EU legislation

Trials must be 
registered

Results must be 
published



Sample of 757 ICMJE journals

• More than ½ do not adhere to 
ICMJE guidelines for registration

Neth J Med. 2014 Sep;72(7):349-55



Survey of 400 surgical trials

• One in five surgical randomised controlled 
trials are discontinued early

• One in three completed trials remain 
unpublished 

• Investigators of unpublished studies are 
frequently not contactable

BMJ 2014;349:g6870



Are journals to blame ?



Citation-based incentives are problematic

• Biased towards positive studies
• Negative studies are not cited

• Reproducibility is not honored

• Many high-impact journals have strong 
commercial CoIs



Infect Immun. 2011 Oct; 79(10): 
3855–3859

Impact factor and retractions



PQRST Index for appraising research

JAMA. 2014;312(5):483-484



We need less basic research, but

more epidemiologic research

We need another system to evaluate 

output of medical researchers



Thanks

wweber@bmj.com
@WimWeber_BMJ
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