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Abstract

‒ As in many other fields, interest in the potential of AI to make evidence synthesis 
more efficient has grown quickly. A range of new tools and technologies is now 
available, some promising to automate the identification of relevant studies, data 
extraction, risk of bias assessment – and even writing the synthesis. It is difficult 
to tell when these new technologies are ready for use, and when they might 
undermine confidence in the reliability and transparency of evidence synthesis 
products. This is partly because – at times – tools are developed without regard 
for existing standards of evidence synthesis, and promoted for use without any 
publicly available evaluations. We need to move from here to a position where 
the evidence synthesis community conducts robust evaluations as a matter of 
standard practice, and works with tool developers to co-develop tools that are fit-
for-purpose. These new technologies may have the potential to revolutionize 
practice, but work is needed to ensure that the revolution does not lower 
standards.



About me
• Worked in the EPPI-Centre, UCL for 

a long time
• Systematic reviews – mostly for 

Department of Health & Social Care 
/ PHE
• Addressing questions beyond 

effectiveness
• Methodological development

• Evidence synthesis methods
• Long-standing area of work in 

making the review process more 
efficient using new technologies
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Outline

‒ Will AI revolutionise evidence synthesis?
‒ When can we use AI tools?
‒ We (the evidence synthesis community) 

need to be (much) more organised
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Will AI revolutionize evidence synthesis?
AI is already revolutionising evidence synthesis!
‒ What does the revolution look 

like?

‒ Is this a good thing?

‒ What’s causing this?

‒ And am I already being out-
evolved if I’m not using AI?

Image generated with the help of Microsoft Copilot



Things are 
moving fast 
because of ‘zero 
shot learning’
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Why zero-shot learning is a gamechanger
Development and evaluation of the Cochrane RCT Classifier
(Using conventional supervised machine learning)

Conventional machine 
learning model trained 
on 280,000 records 
from Cochrane Crowd

Model was calibrated 
to achieve 99% recall 
on a second 
(‘Hedges’) dataset 
(~50,000 records)

Model was validated 
on 92,000 studies 
included in Cochrane 
intervention reviews

Model was deployed 
for live use in 
Cochrane review 
workflows
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With the new AI tools there’s no need to create 
(expensive / hard to find) training data



Why zero-shot learning is a gamechanger
Development and evaluation of a classification task using a language model

They check they work 
on their data

The language model 
can then apply the 
prompts to the 
remaining data

Instead, a human writes some 
prompts for a large language model 
in their normal language



Does this 
sound too 
good to be 
true?
Well, maybe.
Let’s take a step back

Image generated with the help of Microsoft Copilot



A salutary lesson: the story of Galactica…



Galactica was used to help write this paper, including 
recommending missing citations, topics to discuss in the 
introduction and related work, recommending further work, 
and helping write the abstract and conclusion. 



So… why 
aren’t we all 
using 
Galactica?

Image generated with the help of Microsoft Copilot



Michael Black, Max Planck Institute for 
Intelligent Systems, Germany





A large language 
model is… a large 
language model…

I’m using Claude and 
CoPilot to speed up my 

systematic review

Amazing! They’re 
completely different to 

Galactica, right?

Right…?

"When we're talking about GPT-4, or 
whatever OpenAI puts out at the moment, 
we're not talking about research and 
development, we're talking about product 
development“
Chief AI Scientist at Facebook & Silver Professor at the 
Courant Institute, New York University



What did 
OpenAI get right 
where Meta 
went wrong?

Image generated with the help of Microsoft Copilot



What did 
OpenAI get right 
where Meta 
went wrong?
- Humans in the loop -

Image generated with the help of Microsoft Copilot



Training a large language model

Training on 
(very) large 
quantities of 
text

Pretrained ‘base’ 
model: predicts 
next ‘word’ but 
can’t chat

‘Fine-tuning’ on 
(relatively) 
small quantities 
of labelled data

Supervised fine-
tuned model: can 
perform specific tasks 
(e.g. ‘chatting’)

Reinforcement 
learning from 
human 
feedback*

Enhanced model that 
better meets human 
expectations of what 
a ‘good’ response is

1. 2. 3.

* and reward modelling



OpenAI 
conducted 
extensive 
RLHF to 
reduce 

‘toxicity’
“Improvements on Safety Metrics: Our mitigations have significantly improved many 
of GPT-4’s safety properties. We’ve decreased the model’s tendency to respond to 
requests for disallowed content (Table 6) by 82% compared to GPT-3.5, and GPT-4 
responds to sensitive requests (e.g., medical advice and self-harm, Table 7) in 
accordance with our policies 29% more often (Figure 9). On the RealToxicityPrompts 
dataset [73], GPT-4 produces toxic generations only 0.73% of the time, while GPT-
3.5 generates toxic content 6.48% of time.”

https://arxiv.org/pdf/2303.08774
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But biases 
remain – they are 

just not as 
obvious



Despite the 
challenge of 
hidden bias, 
results can be 
very impressive



‒ As an experiment, we mapped the literature on AI and equity – using AI
‒ 36,546 records identified through conventional searches
‒ 11,467 records included in the map
‒ GPT4o used for screening and mapping
‒ Took a few days to screen & code
‒ Cost about £100 in OpenAI API fees (less than it used to!) to do > 50 

days of human work

‒ Evaluation found:
‒ Sensitivity 100%; specificity 93% (screening)
‒ Classification of records: 90% no errors; 6% minor errors; 4% major 

errors



Data 
(information) 
extraction
‒ Earlier language models lacked 

precision & limited context 
‘window’

‒ Newer models have larger 
windows and offer impressive 
early results

‒ E.g. Claude2, published by 
Anthropic





More rigorous evaluations are happening



And some results appear in-credible



Some commonalities across the good 
evaluations being done
‒ They DON’T treat a language model as a database
‒ They DON’T assume the first set of ‘prompts’ will work – but spend time 

refining and testing them

‒ They DO use a language model as a language model
‒ i.e. they use it to extract information from specific text, or to classify that 

specific text in some way



We were asked to 
write some 
guidance…
‒ … about which tool to 

use, and when

‒ But found we couldn’t!

‒ The evidence base on 
which to base our advice 
was next to non-existent

‒ AI tools were being 
developed that were not 
engineered to be fit-for-
purpose in a systematic 
review context

We’re going to write 
guidance on using AI in 

evidence synthesis

That’s great! There’s an 
evidence base that can 

inform this, right?

Right…??



Roles-based 
ecosystem
‒ We need to support the wider 

adoption of AI to overcome the 
increasing burden of doing timely 
and cost-effective evidence 
synthesis

‒ We need cross-field standards to 
support the development of 
appropriate and responsible AI

‒ We anticipate an ecosystem made 
up of individuals, collaborations, and 
organisations which each have a 
role to play in developing and using 
AI in a responsible way

‒ (one person / organisation may play 
multiple roles)





















Vision

• A draft of the guidance and recommendations is now 
online for consultation

• Our vision is for it to be a ‘living’ set of guidelines, that is 
updated through community input and helps to define 
roles & responsibilities within the ecosystem

• Should the ecosystem develop in this well-organized 
way, we may see the development of AI tools that 
adhere to the principles of research integrity, and so 
enable evidence accessibility in equitable and rigorous 
ways



How you can get involved (1)

• The link : https://osf.io/fwaud/

• Timetable for development

– A new version will be published in the next few days

• Three documents:

– Roles-based recommendations for practice

– Guidance on building and evaluating AI tools

– Guidance on selecting and using AI tools

• Do take a look and let us know what you think!

https://osf.io/fwaud/


How you can get 
involved (2): ‘Studies 
Within A Review’ 
(SWARs)

‒ More consistency in methods, tasks and 
questions

‒ Enabling cumulation across studies 
(which may be small-N)

‒ Invitation to join a ‘living’ SWAR 
evaluating the use of LLMs for title & 
abstract / full text screening

‒ https://osf.io/g7mkb/ 

Devane D, Burke NN, Treweek S, Clarke M, Thomas J, Booth A, Tricco AC, Saif-Ur-Rahman KM 
(2022) Study within a review (SWAR). J Evid Based Med; 15: 328-332 https://doi.org/10.1111/jebm.12505

https://osf.io/g7mkb/
https://doi.org/10.1111/jebm.12505


Summing up
‒ It’s no longer a question of ‘whether’ AI 

will revolutionise evidence synthesis
‒ The question is whether the revolution 

will enhance and improve the current 
state-of-the-art, or whether it will lead to a 
diminution of standards

‒ As an evidence synthesis community, we 
need to become more organized and 
proactive to build an evidence base and 
shape developments in line with the 
principles than underpin research 
integrity



Thank you

James Thomas
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